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Abstract

This paper examines the precise role: whether it is the bribe-taking role, the

decision-making or policy making role, in which women’s presence can have an im-

pact on corruption. It is the first paper in the gender and corruption literature to

use an IV approach for addressing endogeneity concerns. We provide robust evidence

that women’s presence in parliament has a causal and negative impact on corruption,

while other measures of female participation in economic activities are shown to have

no effect. We draw inferences based on Moreira’s (2003) conditional likelihood ratio

approach. We also briefly examine the potential channels through which women as

parliamentarians can affect corruption, and whether women are likely to become as

corrupt as men as they gain similarity in social status.
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1 Introduction

Corruption remains an important issue both in poor countries and advanced economies be-

cause of its negative impact on economic outcomes such as investment, economic growth,

and per capita income.1 Little over a decade ago a gender dimension was added to this topic

through two classic papers by Swamy et al. (2001) and Dollar et al. (2001), both drawing

on the notion that women behave differently from men in many economic circumstances.2

The latter study found a negative correlation between women’s presence in parliament and

corruption, while the former reported lower corruption to be correlated with both women’s

presence in the labor force as well as in parliament using cross-country analysis. Subse-

quently, however, a number of studies have voiced concerns that this observed negative

association between gender and corruption was not causal and driven by the omission of

other factors that might be correlated with women’s participation and/or corruption in a

country. In this paper, we address the concerns raised in this literature by first looking for

a causal relationship between gender and corruption using instrumental variable (IV) anal-

ysis and second by taking a more nuanced approach to this problem by identifying different

economic roles women can take vis-a-vis corruption and investigating the impact of each on

corruption.

We start by pointing out that the term “labor force” which has been found to be neg-

atively correlated with corruption in earlier studies is a very broad measure and does not

make clear how women affect corruption. For example, women may affect corruption if they

are less corrupt and accept fewer bribes than men. Alternatively, women can affect corrup-

tion when they are in positions of power such as heads of their organizations, by designing

and implementing stringent anti-corruption laws within their organizations or making the

1For instance, a higher level of corruption is associated with lower levels of GDP per capita (World Bank,
2001); lower rates of investment and economic growth (Mauro, 1995); high inequality and poverty (Gupta
et al., 2002).

2A number of studies support this hypothesis (see Eckel and Grossman (1998) and references therein).
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existing laws more strictly enforceable. Since female participation in the labor force consists

of women in both the roles – the bribe taking role as well as the decision making role, it is

important to distinguish which of these roles (or a combination of the two) is associated with

lower corruption. In order to capture these roles, we introduce two additional measures of

female participation in economic activities: (i) the share of women in clerical positions, and

(ii) the share of women as legislators and managers. While the first measure indicates the

presence of women in potential bribe-taking positions, the second measure indicates their

presence in decision-making positions. Finally, in keeping with the earlier literature, we nar-

row down this somewhat broader measure of women’s presence in positions of power to only

their presence in policy-making positions, and examine the relationship between the share

of women in parliament and corruption. The investigation of the relationship between these

four different measures of female involvement and corruption enables us to identify the exact

role in which women are able to effectively reduce corruption.

A possible reason behind the lack of studies identifying a causal relationship between

gender and corruption could be the fact that a panel study on corruption is not possible

due to the invariability of corruption indices over time, and finding instruments that are

both valid and strong is a daunting task as well. Moreover, the determinants of women’s

presence in different occupations are likely to be different, and hence, an instrument that

works well for women’s presence in one occupation need not work well for their presence in

other occupations giving rise to the need of finding more than one instrument. In an attempt

to establish causality, we take up this challenge by looking at some of the recent studies that

discover historical and linguistic determinants of women’s presence in different occupations.

We identify such potential instruments that have predictive powers for women’s presence

in different positions, yet there is little reason to expect a direct effect of these variables

on corruption. We experiment with multiple instruments to explore the causal relationship

between the share of women in parliament and corruption. While using more than one
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instrument for one endogenous variable allows us to check for the validity of our instruments

conditional on at least one of our instruments being valid, our instruments tend to be weak

in some specifications which may lead to invalid inferences. We overcome this possibility

by using the conditional likelihood ratio (CLR) approach developed by Moreira (2003) for

hypothesis testing that provides for the robust inferences in the presence of weak instruments.

After establishing that it is only women’s presence in parliament that negatively affects

corruption, we proceed to gain insights on how women are able to lower corruption as

policymakers and not in other roles by taking a cue on the recent literature on female

policy makers and pubic spending on items like health and education.

The next question that this paper addresses is regarding the persistence of the observed

association between women’s presence in different positions and corruption. It has been ar-

gued that women are not actually less corrupt, and the observed association between different

measures of female participation and corruption is actually driven by gender differences in

the social status limiting women’s access to corruption.3 To the best of our knowledge, this

paper is the first to investigate this hypothesis that the rate of corruption among women will

converge to that among men as gender-gap in social and economic status narrows down.

Women may have better access to corrupt practices and activities over the years as they

get similar in status to men, and may also have greater exposure to bribe-taking activities.

As a result, it is possible that the negative relationship observed by previous studies may no

longer be valid. Hence, quite aside from the fact that we have addressed the concerns of the

previous studies and provided new insights, the present study is also a timely re-investigation

of this topic to the extent allowed by the availability of data and empirical limitations.

Our main results are as follows. We find robust evidence of a negative impact of women’s

3Swamy et al. (2001) clarify “... we do not claim to have discovered some essential, permanent or
biologically determined differences between men and women. Indeed, the gender differences we observe may
be attributable to socialization, or to differences in networks of corruption, or in knowledge of how to engage
in corrupt practices, or to other factors.”
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participation in politics on corruption. A higher share of women in parliament is associated

with a higher share of public spending being allotted to education and health. We also find

that the observed negative association between female participation and corruption cannot

entirely be explained through gender differences in social status. Moreover, while a higher

share of women in the labor force may be associated with lower levels of corruption, this

relationship is not robust. Finally, other measures of female participation do not have a

negative impact on corruption.

The rest of the paper is organized as follows. In the next section, we discuss our sources

of data and specify empirical strategy as well as establish the validity of our instruments.

In section 3, we report cross-country OLS and IV results. Section 4 explores the potential

channels through which women as parliamentarians can have an impact on corruption and

provides panel evidence of an association between women’s presence in parliament and the

share of government spending on education and health. We check whether there is an

evidence of “corruption convergence in gender” in section 5 and conclude in section 6.

2 Data and Empirical Strategy

2.1 Data

The primary measure of corruption used in this paper is the Control of Corruption Index

(CCI) published by the World Bank. The CCI lies in the range of −2.5 (most corrupt) to

2.5 (least corrupt). It is a continuous variable and takes values up to 2 decimal points. We

use negative of the CCI in all our specifications such that a higher number indicates more

severe corruption. The CCI has been constructed in a way that mean of the index is 0 and

the standard deviation is equal to 1. The purpose of CCI, as described by Kaufmann et

al. (2010), is – “capturing perceptions of the extent to which public power is exercised for

private gain, including both petty and grand forms of corruption, as well as “capture” of
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the state by elites and private interests”.4 The index combines information available from

a combination of surveys of firms and households, subjective opinion of business analysts,

non-governmental organizations (NGOs) and public sector agencies assigning larger weights

to sources that have similar findings.

The data for the share of women in the labor force (WP ) comes from the Interna-

tional Labor Organization (ILO). The United Nations Statistics Division (UNSD) provides

data for for the share of women in clerical positions and the share of women in decision-

making positions.5 Data for the percentage of women in parliament is compiled by the

Inter-Parliamentary Union (IPU) and has been taken from the World Bank. It provides the

percentage of parliamentary seats held by women in a single or lower chamber. All measures

of female participation used in this paper are the percentage of women in the respective

category.

We use Gross National Income per capita (formerly Gross National Product (GNP) per

capita) in US dollars obtained from the World Bank as a measure of income and refer to it as

GNPPC. The Association of Religion Data Archive (ARDA) provides data on proportions

of Christians (Christian) and Muslims (Muslim) in the total population.6 Note that the

latest year for which data is available for these variables is 2005. Data for the colonial

history of countries has been taken from Treisman (2007). Freedom House awards a score of

1 through 7 for political rights – a score of 1 indicates that the citizens enjoy a wide range

of political rights while a rating of 7 implies few or no political rights.7

4For details of data sources, questions and methodology used in computing the CCI, see Kaufmann et al.
(2010) and also visit http://info.worldbank.org/governance/wgi/resources.htm.

5The share of women in decision-making positions, as per the International Standard Classification of
Occupations 1988 (ISCO-88), includes: 11. legislators and senior officials; 12. corporate managers; and 13.
general managers. According to ISCO-88, the clerical positions include: 41. Office clerks; 42. Customer
service clerks. In the sample, some countries also report employment statistics according to the earlier edition,
ISCO-1968. Visit http://laborsta.ilo.org/applv8/data/isco68e.html for the details on ISCO-1968
and http://laborsta.ilo.org/applv8/data/isco88e.html for the details on ISCO-1988 classification of
other job-categories included under these broader groups.

6The data was downloaded from http://thearda.com. The principal investigators in this data collection
are: Jaime Harris, Robert R. Martin, Sarah Montminy, and Roger Finke of the ARDA.

7Visit http://www.freedomhouse.org/report/freedom-world-2012/methodology for the details on
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Summary statistics for the data used in corruption analysis are reported in Table 1.

Table 2 reports the summary statistic for the variables used in the panel analysis of the

policy implications of women’s presence in parliament.

2.2 Empirical Specification

We estimate the following equation using OLS which is our baseline specification

Corruptioni = α + βWPi + γ1GNPPCi + γ2Political Rightsi + γ3Christiani

+ γ4Muslimi + γ5Past UK Coli + γ6Never Colonizedi + εi (1)

where Corruptioni is the index of corruption in country i, and WPi stands for the share

of women in different positions in country i, depending on the specification. The dummy

variable Past UK Coli takes a value of 1 if country i is a former British Colony, and 0

otherwise. Never Colonizedi takes a value of 1 if country i was never colonized, and 0 if

country i has a colonial past. As discussed earlier, we use the negative of the CCI in all our

regressions, and therefore, the coefficient β is expected to be negative.

GNP per capita has been added as a control variable in all the specifications because

it has been argued that countries with higher incomes may be able to constrain corruption

more effectively than poor countries (Treisman, 2000). Countries with long democratic

histories are less corrupt (Treisman, 2000). Therefore, in countries with strong political

and democratic institutions, corruption is likely to be lower. So we include ‘political rights’

published by Freedom House as an additional regressor in the model. Cultural factors (Alatas

et al., 2009) and social norms (Fisman and Miguel, 2007) have been found to have an impact

on corruption. To capture these aspects, following the literature, we include proportions of

Christians and Muslims in the total population as additional regressors (Swamy et al., 2001;

how political rights index is computed.
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Treisman, 2000).8 Recent studies find that the colonial past (Swamy et al., 2001) and legal

origin (Treisman, 2000) of a country may affect corruption in a country via its impact on

economic and political institutions. Several studies find that former British colonies have

better property rights, economic and political institutions, and more developed financial

markets compared to former French, Portuguese, and Spanish colonies (La Porta et al.,

1998; North et al., 2000). It is argued that a colonized country inherits the institutional

set-up from its colonizer which is likely to persist.9 Following this, we include a ‘Former

British Colony’ dummy, and ‘never colonized’ dummy in the model.

2.3 Instruments

Recognizing that the women participation variables are potentially endogenous, we use an

IV approach to establish causality. In our quest for valid instruments, we appeal to the

recent literature that reports a robust link between the grammatical structure of a language

and various economic outcomes. For instance, Chen (2013) finds that languages that gram-

matically associates the present with the future are correlated with the speaker’s health

behavior and financial decisions, both within and across countries. We instrument women’s

presence in the labor force by a dummy variable that assumes a value 1 for the countries

having a dominant language with two genders (masculine vs. feminine) and value 0 if the

8Treisman (2000) argues that the objections raised against corrupt activities by office holders may be less
in countries with a large proportion of population belonging to hierarchical religion compared to the countries
where the population belonging to more egalitarian or socialistic religions such as Protestantism is higher.
La Porta et al. (1997) classify Roman Catholic, Eastern Orthodox, and Muslim religions as hierarchical
religions, and show that corruption is positively associated with hierarchical religions. They attribute this
association to the lack of trust caused by the hierarchical structure. Due to the unavailability of data, we
cannot control for the Catholic proportion. However, our objective is to capture the cultural aspects, and
we find that our results are robust to the inclusion of the proportion of population belonging to other major
religious faiths including Hinduism, Buddhism, Confucianism, and Atheism.

9Acemoglu and Robinson (2001) list three reasons why the institutions are unlikely to change. First,
changing existing institutions are costly. Second, Europeans often delegated power to a small group of elite
who may have an incentive to protect the existing extractive institutions set up by the former. Third, the
irreversible investments made by the agents to complement the existing institutions will make them favor
these existing institutions.
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country’s dominant language has either 0, 3 or more genders. Gender distinction is more

pronounced, and hence, female participation in economic activities is lower in countries in

which the dominant language has two genders as opposed to countries with dominant lan-

guage having no gender, or three or more genders (Gay et al., 2014). The gender marking

of a language is, therefore, a valid instrument for the share of women in the labor force as

there is no direct effect of this variable on corruption. Moreover, the gender marking of a

country’s dominant language has strong predictive power for women’s presence in the labor

force even after controlling for income, institutions and cultural variables making it a strong

instrument for the share of women in the labor force.

We present our IV results of the impact of women’s presence in parliament on corrup-

tion by experimenting with three potential instruments.10 Our first instrument is women’s

exposure to democratic rights as measured by the year when they were granted suffrage.

The rationale for this instrument is that an early exposure of women to voting rights will

affect women’s presence in parliament today, while there is little reason to believe that an

early voting rights to women will have a direct effect on corruption. We recognize that this

instrument may not be perfect, as in certain scenarios, the exclusion restriction may be vio-

lated. For instance, it is possible that institutions may affect voting rights which also have

an impact on corruption. Furthermore, as aptly noted by Murray (2006a), in IV estima-

tion, the omitted variable bias arises in a new form – IV estimates are biased if an omitted

variable that belongs to the model is either correlated with other explanatory variables or

10However, we only report results with two instruments. We check the consistency of our estimates by
using a third instrument which is a dummy variable that takes a value of 1 if the dominant language of
the country is sex-based, and value 0 if the country’s dominant language has either non-sex-based gender
system or no gender system. There are examples of languages that have non-sex-based gender system. Such
systems might be based on the distinction between human and non-human, or animate versus non-animate
(Gay et al., 2014). The rationale for our third instrument stems from the fact that the gender distinction
tends to be more pronounced among the speakers of such languages, and women’s participation in economic
positions is lower in countries where such languages are spoken dominantly (Gay et al., 2014). On the other
hand, we do not expect that whether or not a language has sex-based-gender system should directly affect
corruption in the country, except of course, via affecting women’s presence in parliament. The results are in
agreement with the findings with the above two instruments, and are obtainable from authors on request.
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with the instruments. To alleviate these concerns, we control for the likely sources of cor-

relation between our instruments and the error term by including cultural, historical and

contemporaneous controls, as well as colonial and continent dummies.

Moreover, we employ a second instrument that allows us to check whether or not our

instruments are valid, conditional on either one of the instruments being valid. Our second

instrument, years since transition to agriculture, comes from a recent study (Hansen et al.,

2012) that finds that the societies that have long agricultural histories have more unequal

gender roles and lower participation of women in economic and political arenas including the

labor force and parliament. This is a valid instrument as we find that years since transition

to agriculture is indeed associated with lower participation of women in parliament, and at

the same time, there is no reason to expect that it can affect corruption directly. Mauritius

is the last country that adopted agriculture in our sample 375 years ago, while there are

countries that adopted agriculture as early as 10,500 year ago.

Though our instrument for the share of women in the labor force is strong, our instru-

ments for the share of women in parliament tend to be weak in some specifications which may

lead to invalid inferences. To counter this possibility, we use the Conditional Likelihood Ra-

tio (CLR) approach proposed by Moreira (2003) for hypothesis testing. Furthermore, while

under homoskedasticity, the CLR test is the most powerful test for hypothesis testing in the

presence of one endogenous variable and weak instruments, this result remains to be estab-

lished for other IV-type estimators (Murray, 2006a; Finlay and Magnusson, 2009). Hence, we

also report p−values for alternative approaches that provide robust inferences in the presence

of weak instruments such as LM-J (a combination of Kleibergen-Moreira Lagrange Multiplier

(LM) and the overidentification (J)-tests) (Kleibergen, 2002), and Anderson-Rubin (AR)

tests (Anderson and Rubin, 1949) against the null that the coefficient of the instrumented

variable, the share of women in parliament, is zero. In case of an over-identified equation, all

these three statistics test both the structural parameters and the overidentification restric-
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tions simultaneously by combining the LM statistic and J statistic, and provide inferences

that are robust to the presence of weak instruments.

3 Results

3.1 Cross-country OLS evidence

A. Women in the labor force and corruption

First, we investigate the relationship between the share of women in the labor force and

corruption. The first column of Table 3 presents the result of the baseline specification with

the variable of interest being the share of women in the labor force. The coefficient on the

share of women in the labor force is negative and significant at the 5% level. However, when

we include continent dummies in column 2, coefficient of the share of women in the labor

force is no longer significant, though it has expected sign.

B. Women in potential bribe-taking positions and corruption

As shown in Table 3 (column 3), we do not find any significant association between the

share of women in clerical positions and corruption which suggests that the bribe-taking role

of women is not significant in determining the relationship between female participation in

the labor force and corruption.

C. Women in decision-making positions and corruption

Next, we investigate whether decision-making ability allows women to impact corruption.

This position captures both the bribe giving and demanding role: While women in the

positions of senior managers and officials are likely to be bribe-givers; women as legislators

and senior government officials are likely to be bribe-takers. We, however, find no association

between the share of women in decision-making positions and corruption as the coefficient

on the former is not significant (column 4 of Table 3).11

11We also do not find any significant impact of the share of women in clerical positions and share of women
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D. Women in parliament and corruption

Finally, we investigate if women can have an impact on corruption by being in the

role of policy makers. Consistent with the findings of the previous studies, we present

evidence of a significant and negative association between the share of women in parliament

and corruption. The coefficient of the share of women in parliament is found to be highly

significant with the expected sign (column 5). Moreover, this relationship is robust to the

inclusion of the continent dummies in column 6. Finally, column 7 controls for both the

variables – women’s share in the labor force, and their presence in parliament. As we can

see, the coefficient of the share of women in the labor force is very small and insignificant. On

the other hand, the coefficient of women’s participation in parliament remains significant.12

E. Inclusion of additional variables

Next, we control for a number of variables in order to minimize the possibility of omitted

variable bias as well as to address the concerns of some of the previous studies that hypoth-

esize that the relationship between female participation variables and corruption is spurious

and is driven by the omission of relevant variables. These results are presented in Table 4.

Liberal democracy: Sung (2003) argues that, in liberal democracies, women’s partic-

ipation is higher and corruption is lower; and it is the omission of the liberal democratic

institutions variable that may be responsible for the relationship between female participa-

tion and corruption. We address this concern by replacing the political rights variable with

the civil liberties index published by Freedom House. It takes a value from 1 (high civil

liberties) through 7 (low civil liberties), and is a broader measure of liberal democracy than

political rights.13 The index takes into account, among other things, the personal and social

in decision-making positions on corruption when the continent dummies are included in the model. These
results are omitted for the sake of brevity and are available from the authors on request.

12 Notice that the regressions with women in decision-making positions and clerical positions as variables of
interest have a considerably smaller sample size of 91 countries because of the data unavailability. Restricting
the regressions to only those countries for which data is available for all the women’s participation variables,
we find similar results. These results are presented in the Appendix.

13For details on the differences between the two indices and how they are computed, visit Freedom House

12



freedom of women including their choice of marriage partners and say in the family size. The

coefficient of both the female participation variables remains significant when this variable

is controlled for in columns 1 and 7.

Power structure and corruption: Different cultures have varied levels of tolerance

for an unequal distribution of power. Hofstede’s Power Distance Index (PDI) measures

this tolerance providing a score in the range of 0 to 120, with the higher value indicating

tolerance for a hierarchical order while a lower value implies that people strive to equalize

the distribution of power.14 We control for the PDI as an alternative measure of cultural

differences among countries, and find that while women’s share in parliament remains highly

significant (column 8), women’s share in the labor force is no longer significant (column 2).

Gender-biased institutions and corruption: It has been hypothesized that social

institutions that discourage female participation in political and economic spheres are also

more corrupt (Branisa et al., 2013). Hence, to address the concerns that our results may

have been driven by the omission of gender-biased institutions, we control for the Social

Institutions and Gender Index (SIGI). SIGI is a measure of gender inequality attributed to

institutions and was first launched in 2009 by the Organisation for Economic Co-operation

and Development (OECD). It captures “discriminatory social institutions, such as early

marriage, discriminatory inheritance practices, violence against women, son preference, re-

stricted access to public space and restricted access to land and credit.” The index takes a

value from 0 to 1, with 1 representing high inequality.15 The inclusion of SIGI causes the

share of women in the labor force to be close to zero and insignificant in column 3. The

coefficient of the share of women in parliament, however, remains sizable and significant in

column 9.

Schooling, ethnic division, and corruption: Columns 4 and 10 control for two ad-

website: http://www.freedomhouse.org/report/freedom-world-2012/methodology.
14Visit http://geert-hofstede.com/dimensions.html for details.
15For details of the construction of SIGI, see Branisa et al. (2009) and Branisa et al. (2013).
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ditional covariates – ‘proportion in largest ethnic group’ and ‘average years of schooling’.16

Corruption may be higher in countries that are more ethnically divided, and lower in coun-

tries with higher human capital where people are aware of their legal and constitutional

rights. The negative relationship between women’s participation variables and corruption is

significant in both the columns. However, once we add continent dummies along with these

variables, the share of women in the labor force loses significance in column 5.

Openness to trade: It has been found that countries that are more open and have

lower barriers to international trade, are less corrupt (Ades and Di Tella, 1999; Treisman,

2000). Hence, we include the share of imports of goods and services in GDP as a measure

of openness to trade. We take this data from the World Bank. We find that the share of

women in parliament (column 12) is significant; while women’s share in the labor force is

not significant at conventional levels (column 6).17

3.2 Establishing Causality: IV Analysis

In the last section, we find that the relationship between female participation in the labor

force and corruption, though negative, is not robust. On the other hand, the relationship

between the share of women in parliament and corruption was found to be negative and

significant across different specifications. Although we control for a number of variables in

the previous section, the possibility of endogeneity cannot be entirely ruled out in a cross-

country OLS specification. We now use instrumental variable analysis in order to determine

16The proportion of the population belonging to the largest ethnic groups (Ethnic) is taken from Sullivan
(1991). While the World Bank publishes data on schooling, the coverage of countries in Barro-Lee (Barro
and Lee, 2013) data set is broader making it our preferred source for schooling data. We use average years
of schooling (Education) data for the year 2010 as the Barro-Lee educational attainment data is available
only for 5-year intervals.

17Notice that we have a smaller sample when the variable of interest is the share of women in parliament.
In order to rule out the concern that sample selection is responsible for the differences in the significance
of the two variables, we re-run the regression specifications in columns 1-6 restricting the sample to the
countries that are included in columns 7-12. Results are similar and presented in the Appendix.
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if gender representation has a causal impact on corruption.18

A. Women in the labor force and corruption

Our instrument for the share of women in the labor force in a country is the number

of genders present in its dominant language.19 The lower panel of Table 5 reports the first

stage results while second stage results are reported in the upper panel. In the first stage,

the language variable is a significant predictor of women’s share in the labor force across

all specifications. The coefficient of the share of women in the labor force in the second

stage, has the expected negative sign, but it is not significant in column 1. It is also not

found to be significant when we control for cultural variables, colonial dummies and a set of

contemporaneous variables. In all these specifications, while the coefficient of the share of

women in the labor force has the expected sign, in none of these columns, it is significant at

conventional levels. Also, note that the instrument is strong in each specification as indicated

by F−statistic in the columns of the bottom row of panel 1. Overall, the IV results convey

the same story as OLS – while a larger share of women in the labor force seems to be

associated with lower corruption, this relationship is not robust.

B. Women in parliament and corruption

Although we control for a number of variables to minimize the possibility of omitted

variable bias, and find that the relationship between the share of women in parliament and

corruption is robust, the concerns for reverse causality remains. It is possible that not only

does women’s presence in parliament affect corruption, but in corrupt countries women are

also discouraged from participating in politics. If this is true, our OLS estimates will be

18The IV estimates of the other two variables – the share of women in clerical positions, and the share
of women in decision-making positions – using voting rights and transition since agriculture as instruments
indicate that women’s presence in these positions do not have an impact on corruption. These results have
been omitted for the sake of brevity and are available from authors on request.

19There are two dominant theories that trace the origin and evolution of language. The first theory credits
the evolution of the grammatical structure to biological adaptation. The second theory considers languages
as institutions that are shaped by a society’s cultural heritage and links the emergence of grammatical
structure to the cultural transmission of language to hundreds of generations of learners (for a review see
Christiansen and Kirby, 2003).
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biased. To address this issue, we use instruments for women’s presence in parliament.

First, we present IV estimates by instrumenting women’s participation in parliament

with “the year women were granted voting rights”. An initiative to include women in the

political process should be positively correlated with their presence in politics and in national

parliaments. Figure 1 shows a scatter plot of the association between the year women were

granted suffrage and their presence in parliament. New Zealand is the first country to allow

women to vote in 1893, and the State of Kuwait was the last country (in our sample) to

grant voting rights to women in 2005.20 However, there still might be some concerns about

omitted variables in the IV regression. Hence, we discuss a number of potential factors from

economics and political science studies that have explored the reasons leading to women

being granted voting rights in different countries, and include these factors as explanatory

variables in the empirical specification.

The timing of suffrage for women was affected by different factors throughout the world

including threat of revolution, sociocultural factors, and the quality of institutions (Acemoglu

and Robinson, 2000; Reynolds, 1999; also see Rule and Zimmerman, 1994). For example,

Acemoglu and Robinson (2000) argue that the threat of revolution was the main contributing

factor to political reforms and extension of voting rights to the poorer sections of the society

in the West. In several countries like Germany and Sweden, this included women from the

beginning. Another important determinant of enfranchisement of women is cultural factors.

To the extent that cultural factors have an impact on corruption, our instrument will not

satisfy the exclusion restriction if cultural factors are omitted from the model. However, since

the proportions of Christians and Muslims in the total population are arguably exogenous

to corruption (Treisman, 2000), we are able to control for this variable. Finally, it may also

20The State of Kuwait granted voting rights to women on the condition that they observe Islamic laws.
See the link for additional details, http://www.cnn.com/2005/WORLD/meast/05/16/kuwait.women/. This
underscores the impact of culture on voting rights for women which we address by controlling for the
proportions of Christians and Muslims in the total population. We come to this issue later in the main text.
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be institutions which may affect the timing of women being granted voting rights. Since

institutions have also been found to impact corruption, exclusion of an institutional variable

may lead to biased estimates. We address this concern by controlling for the colonial status

of a country which is also exogenous to the level of corruption in a country. As argued above,

colonial status of a country has important bearings on its institutions (see Acemoglu and

Robinson, 2001).

In several countries in our sample, women were granted voting rights at the time the

country got independence. So, in these countries there was no independent initiative to

grant voting rights to women. However, our instrument is still valid due to the fact that

as long as women got voting rights earlier (because of early freedom of a country from its

colonizer) women’s presence in the parliament will be higher. The concern, however, is that

in these countries women’s presence in parliament may also be capturing the impact of a

change in democratic status of these countries since the independence year and women’s

participation in parliament are correlated. Since the year of independence of a country is

exogenous, we control for the year of independence to rule out the possibility of any bias

arising from this. Data for the year of independence has been taken from Acemoglu et al.

who set any year before 1800 as 1800 (see Acemoglu et al., 2008 for details).

In panel 2 of Table 6, we present the first stage regression results. Consistent with our

expectations, we find that women’s presence in parliament is higher in countries where women

were granted voting rights earlier. The coefficient of the “year women granted suffrage”

in column 1 suggests that the presence of women in parliament in a country is about 1

percentage point less compared to a country that granted voting rights to women about 6

years earlier. Voting rights remains a significant predictor of women’s share in parliament

when we control for additional variables in columns 2, 3 and 4.

Panel 1 of Table 6 presents IV estimates obtained from the two-stage least squares (2SLS)
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regressions.21 The specification presented in column 1 controls for cultural variables, colo-

nial dummies and year of independence for the reasons discussed above. We also include

continent dummies in order to rule out the possibility of any bias arising from the omission

of continent fixed factors. The IV coefficient of the share of women in parliament is negative

and highly significant in column 1. Column 2 controls for the contemporaneous variables –

log (GNPPC), political rights, average years of schooling, openness to trade, and proportion

in largest ethnic group. The coefficient of women in parliament from the second stage results

indicates a strong and significant negative impact of this variable on corruption.

Columns 3 and 4 report the results with the instruments being the year women were

granted voting rights and years since transition to agriculture. We control for a number

of historical variables that may potentially be correlated with our instrument, transition to

agriculture. In particular, we control for the use of plow, suitability of agriculture and the

presence of tropical climates. These variables are likely to have played a role in the adoption

of agriculture (see Alesina et al., 2013 and Hansen et al., 2012). Moreover, we also control

for the year of independence, colonial dummies and continent dummies. Both, the voting

rights variable as well as years since transition to agriculture, are significant predictors of

women’s presence in parliament, though, they are weak predictors as indicated by an F−

statistic of 4.32. Finally, in column 4, in addition to the historical controls, we also control

for the cultural variables and a set of contemporaneous variables. The voting rights variable

remains a significant predictor of women’s presence in parliament, while the transition to

agriculture is no longer significant, though, it has expected sign. In both the columns, the

coefficient of women’s presence in parliament is statistically highly significant. A concern

however remains – it is possible that the null hypotheses in both these columns may have

been falsely rejected because of the presence of weak instruments.

21The point estimates obtained from using limited information maximum likelihood (LIML) are very
similar to the 2SLS estimates and are available from authors on request.
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To overcome this concern, we report the CLR, AR and LM-J statistics, and 95% confi-

dence sets based on the CLR approach using the methods discussed in Finlay and Magnusson

(2009) that allow for robust standard errors.22 In all our specifications, all the three statistics

(the CLR and the AR in columns 1-4, and the LM-J in columns 3-4) reject the null hypoth-

esis that the coefficient of women’s presence in parliament is zero. Notice that though the

Sargan-Hansen over-identification test fails to reject the null that our instruments are valid in

both the columns (3 and 4), the J-statistic rejects the null that the instruments are valid in

column 3, which could be because contemporaneous controls are not included. The LM − J

statistic, which combines the LM and J statistics, however, still rejects the null that the

coefficient of women’s share in parliament is zero at less than 5% level of significance. In

column 4, however, when contemporaneous controls are added to the model, the J-statistic

indicates that the instruments are valid with a p-value of 0.23.23

The IV findings can be summarized as follows. First, the coefficient of women’s presence

in parliament is always highly significant in all the specifications, irrespective of the instru-

ments used. Second, across all the specifications, the CLR statistic rejects the null that the

coefficient of the share of women in parliament is zero. Third, the IV coefficients of women’s

share in parliament are always greater than the OLS coefficient reported in the previous

section indicating that the OLS estimates of the effect of women’s presence in parliament on

corruption may be the lower bound.24

22The Finlay and Magnusson (2009) Stata routine does not report the CLR statistic when there is only
one instrumental variable. Since in case of an exactly identified equation, the CLR and AR statistics are
equivalent (Murray, 2006b), in the first two columns, we report the 95% confidence sets and CLR p−values
based on the AR statistics as reported by the “rivtest” (Finlay and Magnusson (2009)) command in Stata.

23While experimenting with the other instrument in conjunction with these two instruments, the J-statistic
indicates that our instruments are valid with a p−value exceeding 0.53 in each case. Moreover, the coefficient
of the share of women in parliament is always found to be negative and highly significant according to all
the three (CLR, AR and LM-J) weak instrument robust statistics.

24We also experimented with both the endogenous variables in the same specification and a combination
of instruments. In such cases, though the results are similar, the instruments become weak. Unfortunately,
there are no weak-instrument robust tests available when there are more than one endogenous regressors,
hence, we do not report these results (see page 28 of Murray, 2006b).
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3.3 Robustness Check

We limit our robustness checks to the two main variables of interest that have been found

to be significantly associated with corruption in the previous section: the share of women in

the labor force and the share of women in parliament.

Sensitivity to alternative measure of corruption

We check the sensitivity of our results with the use of an alternative measure of corruption

– Corruption Perception Index (CPI).25 The CPI is published by Transparency International

which defines it as “the misuse of public power for private benefit.” It takes values in the

range of 0 to 10, with a higher value indicating a lower level of corruption. The index is

created by using data from different surveys conducted by a number of independent sources

making it reliable and one of the most widely used indices in empirical corruption literature.

In order to ensure reliability and robustness of the index, CPI ranks only those countries

which are covered by a minimum of three different sources. We use negative of the CPI

so that a higher number indicates higher corruption. The results are presented in Table

7. The results show that female participation in parliament is again highly significant and

has a negative impact on corruption regardless of the regression type and inclusion of the

continent dummies. Share of women in the labor force, on the other hand, has expected

negative sign, but this relationship is not significant at conventional levels.

Further robustness check

In addition, we also perform median and robust regressions, as well as check the non-

linearity of relationship by using ordered-probit regressions (see the Appendix for details).

These results are similar and show that women’s presence in parliament is negatively asso-

ciated with corruption. We do not find a robust relationship between women’s share in the

labor force and corruption.

25The CPI method was developed by Johann Lambsdorff of the University of Passau. For the detailed
methodology of computation of 2009 corruption perception index, visit: http://archive.transparency.

org/policy_research/surveys_indices/cpi/2009/methodology.
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4 Why might more women in parliament lower corrup-

tion?

The previous analysis does not inform us as to why we observe a systematic negative as-

sociation between the share of women in parliament and corruption while this relationship

between their presence in other positions (the labor force, clerical position and decision mak-

ing positions) and corruption is absent. Our goal in this section is to provide some evidence

that explains this outcome.

The recent literature has extensively explored the policy implications of gender represen-

tation in government. Women in local government in India have been reported to allocate

a greater budget to public goods more closely associated with women’s concerns (Chat-

topadhyay and Duflo, 2004), to the provision of basic infrastructural needs, and to be more

concerned about whether the subsidies were provided to the targeted group without cor-

ruption (Kudva, 2003). Moreover, using close elections between men and women, women

legislators have been found to invest more on health in the United States (Rehavi, 2007);

and education and health in India (Clots-Figueras, 2011).26

Consistent with these findings that are based on within-country analysis, we show that

the association between women’s share in government and public spending on education and

health is also valid across countries by estimating the following equation

Yit = η + ζ WPit +X ′itθ + ci + εit (2)

where Yit is the outcome variable in country i in year t, and WPit stands for the share of

women in parliament in country i in year t. X ′it is the vector of control variables, ci represents

26The political science literature also documents that women in the government tend to introduce and pass
more bills that are concerned with the welfare of women, children and families (Thomas, 1991), advocate
women’s right issues more strongly than men, and participate more frequently in debates on bills that address
issues of women, children and the family than debates on other bills (Taylor-Robinson and Heath, 2003).
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the country fixed effects, and εit is the error term.

Using the public spending data on education from the World Bank and on health from the

World Health Organization (WHO), we estimate the above fixed effects specification using

a data set covering more than 150 countries for a period of 1998-2012. Table 8 presents

the results. A higher share of women in parliament is associated with a higher share of

public spending being allotted to health and education. These effects are significant after

controlling for time fixed effects as well as a number of time-varying factors such as income

levels, political rights and openness to trade that account for heterogeneity across countries.

We believe that one possible explanation of our results could be that corruption is af-

fected via this “other channel” which is directly affected by the presence of women in the

government. A number of studies lend credence to this hypothesis. First, it has been shown

that the public spending on education and health has a positive impact on education and

health outcomes (Rajkumar and Swaroop, 2008). Moreover, the probability that an indi-

vidual will obtain primary education has also been found to be increasing with an increase

in women’s representation in politics in India, though this effect is limited to urban areas

(Clots-Figuerasa, 2012). Second, Glaeser and Saks (2006) find that corruption is less in

more educated states in America. These findings lend credence to our hypothesis that a

higher proportion of public budget being spent on education and health ensured by women

policymakers may reduce corruption via an increase in human capital.27

27There could be other channels as well through which women as policymakers may affect corruption. For
example, if a higher representation of women in parliament is associated with an improvement in the basic
infrastructure as found by Kudva (2003), this may affect corruption in at least two ways. First, there may be
less scope for corruption in the provision of the basic infrastructure where possibly the sanctioned amount
is less. Second, an increase in basic infrastructure may lead to better lives for the people, and these people
then may be able to monitor corrupt activities more effectively.
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5 Will women become as corrupt as men over time?

In this section, we explore the notion of “corruption convergence in gender”, that is, whether

over time women’s participation in corrupt activities will be no different from that of men.

This seems to be the only logical possibility since none of the previous studies claim that

women are inherently less corrupt or that the observed gender differences in attitude towards

corruption are permanent or biological. Ideally, this issue should be investigated using a panel

specification, but as discussed earlier, it is not feasible when using corruption indices. Hence,

we devise an alternative approach to deal with this problem.

As discussed in the introduction, several studies have suggested that the observed gender

differences in attitude towards corruption could be the result of gender differences in social

status or women’s lack of knowledge regarding how to engage in corrupt activities or their

ability to make decisions relating to corrupt activities or even for that matter being given

access to corrupt activities. For instance, Goetz (2007) gives the example of Peru where the

salary of traffic cops is insufficient to maintain a family. She observes that while men as

traffic officers accept bribes, this is not yet the case for women. However, doubting that this

will persist in the long run, she writes “...women will not passively conform to the idealized

notions of their finer moral nature when they have families to feed and if there is money to

be made from public office.”

Consequently, one possibility is that there would be no difference in corrupt practices

between men and women if women held similar status as men. We capture this issue by using

the Gender Inequality Index (GII) computed by the United Nations Development Programme

(UNDP) as a measure of the status difference between genders. The GII measures the

disadvantages of being a woman in three dimensions: reproductive health, empowerment

and labor market outcomes. The index can take a value in the range of 0 (implying more

equal gender-status) to 1 (when the gender-gap is large).28

28Annual data for GII, however, is not available, hence, we use the 2008 index in all our regressions. For
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Now, if the hypothesis of “corruption convergence in gender” were true implying that

women will become as corrupt as men with equality of status, then the interaction term

between the GII and female participation variables must assume a negative coefficient in

Table 9 – as equality of status increases (or GII decreases), corruption must go up.

However, we find exactly the opposite result – the coefficient of the interaction term is

positive and significant in all the four columns. In other words, the relationship between

gender and corruption is not driven by gender differences in social status. This finding is

in contrast with the hypothesis of “corruption convergence in gender”.29 However, note

that we cannot rule out the possibility of endogeneity in this section, and these findings are

just suggestive evidence – an acceptance or rejection of this hypothesis calls for the need of

further research.

6 Conclusion

In investigating the role in which women can affect corruption, this paper finds that women’s

presence in the labor force, in clerical positions, and in decision-making (senior-level) po-

sitions is not significantly associated with corruption in a country. We show that women

are able to have a systematic negative impact on corruption only if they are represented in

parliaments and possibly through policy making. We use instruments to establish causality,

and draw inferences based on the conditional likelihood ratio approach proposed by Mor-

eira (2003), Anderson-Rubin Statistic (Anderson and Rubin, 1949), and LM − J statistic

(Kleibergen, 2002). We also show that education and health spending get a greater share in

total public spending if there are more women in parliament using a panel analysis. We argue

more details on the GII, visit http://hdr.undp.org/en/statistics/gii/
29This finding is also in line with the hypothesis that women’s presence in parliament affects corruption

via policy effects. In countries where women actually have a say in policy making rather than just being a
member of a parliament with no actual power, women are more likely to be successful in lobbying for the
policies they deem necessary, and hence, a bigger effect on corruption. Nevertheless, we cannot rule out other
explanations, and therefore, this finding must be interpreted with caution and requires further investigation.
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that this could be the potential channel through which women as policymakers are able to

affect corruption. The paper also refutes the hypothesis that the observed gender-differences

in the attitude towards corruption is entirely due to gender differences in social status, and

will disappear over time when women acquire more equal socio-economic status.

We provide initial insights on the potential channels through which women may be able

to reduce corruption. Future research could explore the possibility of other potential chan-

nels and establish our initial findings in a more robust manner. Moreover, if women affect

corruption only through policy-making, then there is little reason to think that the associ-

ation between women’s presence and corruption will vanish as they get similar as men in

social status.

Gender inequality is still persistent around the globe. The gender-gap exists in access to

education, work and participation in economic and political activities. In the Millennium

Development Goal Report (2012), United Nations recognizes the importance of women’s

empowerment for achieving its goals. The findings of this paper suggest that women’s

participation in politics should not only be encouraged for the sake of obtaining gender

equality but also because it has positive externalities – a negative impact on corruption.
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7 Figures and tables

Figure 1: Voting Rights and Presence of Women in Parliament
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Table 1: Summary statistics

Variable Mean Std. Dev. N
Control of Corruption Index 0.058 0.99 154

Corruption Perception Index -4.734 2.349 85

Share of Women in Labor Force 41.179 8.707 154

Share of Women in clerical positions 59.218 19.277 91

Share of Women in decision making positions 27.502 10.73 91

Share of Women in Parliament 16.348 9.693 113

Gross National Product Per Capita 9154.460 13902.745 154

Years of Schooling (2010) 8.097 2.684 127

Christian Proportion (2005) 55.48 37.512 154

Muslim Proportion (2005) 23.905 34.064 154

Proportion in largest ethnic group∗ 68.643 24.515 133

Political Rights -3.423 2.046 154

Civil Liberty -3.29 1.667 154

Openness to Trade (2005) 47.543 23.563 128

Gender Inequality Index (2008) 2.487 1.645 76

Social Institutions and Gender Index (2009) 0.121 0.114 92

Power Distance Index 59.525 22.591 61

Variables – Corruption Perception Index, share of women in the labor force, share of women

in parliament, political rights, GNPPC, Civil liberty are averaged over a period of 10 years

(2001 - 2010). The Control of Corruption Index was not computed for year 2001, hence,

2001 index is replaced by 2000 index to compute the 10-year average. The data for share of

women in clerical positions and decision making positions belong to the latest year (2000 -

2008) for which the data is available. The year indicated in brackets to the next of a variable

indicates the year to which this data belongs. Averaging of the variables over a period of

10 years would ensure that the estimates are not disproportionately affected by any specific

event in a given year.
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Table 2: Summary statistics for panel analysis (1998-2012)

Variable Mean Std. Dev. N Countries
Public spending on health (% of govt. spending) 11.3 4.188 2136 175

Public spending on education (% of govt. spending) 15.301 4.755 1060 158

Share of women parliament 15.101 10.236 2136 175

Log (GNPPC) 7.986 1.606 2136 175

Political Rights 3.282 2.103 2136 175

Openness to trade 47.761 24.444 2136 175

Table 3: Women and Corruption. Dependent Variable: Corruption Index

(1) (2) (3) (4) (5) (6) (7)
Share of women in -0.0166** -0.0103 -0.00828
the labor force (0.00653) (0.00656) (0.00808)

Share of women in 0.00275
clerical positions (0.00421)

Share of women in
decision-making 0.00461
positions (0.00708)

Share of women in -0.0299*** -0.0300*** -0.0293***
parliament (0.00477) (0.00526) (0.00524)

Continent Dummies No Yes No No No Yes No
Observations 154 154 91 91 120 120 113
Adjusted R2 0.742 0.754 0.763 0.763 0.801 0.802 0.807

Heteroskedasticity-robust standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. Dependent variable

is negative of the Control of Corruption Index such that a higher value implies more corruption. All the specifications

include baseline controls – log (GNPPC), political rights, proportion of Christians in total population, proportion of

Muslims in total population, British colonial dummy, ‘Never Colonized’ dummy. Constant not reported.
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Table 4: Women and Corruption. Dependent Variable: Corruption Index. Inclusion of Additional Variables.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Share of women -0.0137** -0.00555 -0.000889 -0.0265*** -0.0131 -0.0147
in the labor force (0.00642) (0.0135) (0.00795) (0.00780) (0.00851) (0.00905)

Share of women -0.0296*** -0.0325*** -0.0264*** -0.0330*** -0.0291*** -0.0293***
in parliament (0.00452) (0.00708) (0.00623) (0.00494) (0.00528) (0.00557)

Civil liberty Yes Yes

PDI Yes Yes

SIGI Yes Yes

Schooling Yes Yes Yes Yes Yes Yes

LEG Yes Yes Yes Yes Yes Yes

Openness Yes Yes

Continent
Dummies No No No No Yes Yes No No No No Yes Yes
Observations 154 61 92 114 114 112 120 48 62 85 85 84
Adjusted R2 0.762 0.777 0.422 0.790 0.802 0.811 0.824 0.848 0.552 0.863 0.869 0.876

Heteroskedasticity-robust standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. Dependent variable is negative of the Control of Corruption Index higher value

implies more corruption. All the specifications include baseline controls: log (GNPPC), political rights, proportion of Christians in total population, proportion of Muslims in total

population, British colonial dummy, ‘Never Colonized’ dummy. In columns 1 and 7, political rights variable has been replaced with civil liberty. Constant not reported.
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Table 5: Women in the Labor Force and Corruption: IV estimates. Dependent Variable:
Corruption Index

(1) (2) (3) (4)
Second-stage regression. Dependent variable:

Control of Corruption Index

Share of women in -0.00744 -0.0137 -0.0254 -0.0211
the labor force (0.0157) (0.0225) (0.0185) (0.0190)

F-stat (excluded. inst.) 47.006 23.276 16.659 13.617
First-stage regression. Dependent variable:

Share of women in the labor force
Number of genders = 2 in -12.12*** -7.272*** -6.506*** -6.841***
country’s dominant language (1.768) (1.507) (1.594) (1.854)

Continent dummies Yes Yes Yes Yes

Cultural variables No Yes Yes Yes

Colonial dummies No Yes Yes Yes

Basline contemporaneous controls No No Yes Yes

Extended contemporaneous controls No No No Yes
Observations 125 120 98 84

Heteroskedasticity-robust standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01.

Cultural controls: Proportion of Christians in total population, proportion of Muslims in total pop-

ulation. Colonial dummies: Former British colonies, Nvever colonized. Baseline contemporaneous

controls: Log (GNPPC), average years of schooling. Extended contemporaneous controls: Political

rights, proportion in largest ethnic group, openness to trade.
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Table 6: Women in Parliament and Corruption: IV estimates. Dependent Variable:
Corruption Index

(1) (2) (3) (4)
Second-stage regression. Dependent Variable:

Control of Corruption Index

Share of women -0.0627*** -0.0570*** -0.0907*** -0.0462***
in parliament (0.0228) (0.0185) (0.0335) (0.0135)

[-0.111, -0.002] [-0.112, -0.0196] [-0.222, -0.047] [-0.088, -0.013]

F-stat (excluded. inst.) 10.166 7.910 4.321 4.841

CLR (p-value) 0.0491 0.0108 0.0006 0.0156
AR (p-value) 0.0491 0.0108 0.0008 0.0263
LM-J (p-value) ≤ 0.05 ≤ 0.05
J−stat (p-value) 0.0369 0.2327
Sargan J−stat (p-value) 0.2223 0.2494

First-stage regression. Dependent Variable:
% of women in parliament

Excluded Instruments
Year women -0.156*** -0.203*** -0.101* -0.194**
granted suffrage (0.0490) (0.0722) (0.0566) (0.0826)

log(Years since transi- -4.382* -4.349
tion to agriculture) (2.238) (3.161)
Controls
Independence year Yes Yes Yes Yes
Continent dummies Yes Yes Yes Yes
Colonial dummies Yes Yes Yes Yes
Cultural Yes Yes No Yes
Contemporaneous No Yes No Yes
Historical No No Yes Yes
Observations 111 83 97 81

Heteroskedasticity-robust standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. Figures in square

brackets correspond to the 95% confidence sets based on conditional likelihood ratio (CLR) approach developed

by Moreira (2003), and implemented by the Finlay and Magnusson (2009) Stata routine. The p− values for the

CLR, AR and LM-J statistics is against the null that the coefficient of the endogenous variable, i.e., the share of

women in parliament, is zero. J−statistic p−value reflects the over-identification test results with the null that in-

struments are valid. This J−statistic is evaluated at the null hypotheses, as opposed to Sargan-Hansen J− statis-

tic which is evaluated at the parameter estimate. Colonial dummies: British colony, never colonized. Cultural

controls: Proportion of Christians in total population, proportion of Muslims in total population. Contempora-

neous controls: log (GNPPC), political rights, average years of schooling, openness to trade, proportion in largest

ethnic group. Historical controls: Plow use, agricultural suitability, tropical climate. Constant not reported.
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Table 7: Women and Corruption. Dependent Variable: Corruption Perception Index.

OLS Regression Median Regression Robust Regression
(1) (2) (3) (4) (5) (6) (7) (8)

Share of women -0.0311 -0.00705 -0.0164 -0.0319
in the labor force (0.0199) (0.0266) (0.0294) (0.0225)

Share of women -0.0775*** -0.0751*** -0.0865*** -0.0838***
in parliament (0.0151) (0.0159) (0.0184) (0.0138)

Continent
Dummies No Yes No Yes No No No No
Observations 85 85 66 66 85 66 85 66
Adjusted R2 0.775 0.779 0.859 0.867 0.751 0.865

In first 4 columns, Heteroskedasticity-robust standard errors in parentheses. In last 4 columns, standard errors in paren-

theses. * p < 0.10, ** p < 0.05, *** p < 0.01. Dependent variable is negative of Corruption Perception Index such that

a higher value implies more corruption. All the specifications include balseline controls: log (GNPPC), political rights,

proportion of Christians in total population, proportion of Muslims in total population, British colonial dummy, ‘Never

Colonized’ dummy. Constant not reported.

Table 8: Women in parliament and public spending on education and health

Public spending on health Public spending on education
(% of total public spending) (% of total public spending)

(1) (2) (3) (4)
Share of women 0.0429* 0.0546** 0.104** 0.0921**
in parliament (0.0251) (0.0259) (0.0459) (0.0405)

Controls No Yes No Yes

Year fixed effect Yes Yes Yes Yes
Observations 2590 2136 1127 1071
Countries 188 175 163 158
Adjusted R2 0.056 0.070 0.020 0.027

Standard errors clustered at country level in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01.

Controls: log (GNPPC), political rights, and openness to trade. Constant not reported.
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Table 9: “Corruption Convergence in Gender?” Dependent Variable: Corruption Index

(1) (2) (3) (4)
Share of women in the -0.0253*** -0.0214***
labor force (0.00771) (0.00725)

Share of women in the 0.0217** 0.0554***
the labor force × GII# (0.00984) (0.0129)

Share of women in -0.0442*** -0.0483***
parliament (0.00618) (0.00682)

Share of women in 0.0402** 0.0687***
parliament × GII (0.0172) (0.0215)

Continent Dummies No Yes No Yes
Observations 124 124 95 95
Adjusted R2 0.786 0.824 0.870 0.885

Heteroskedasticity-robust standard errors in parentheses. * p < 0.10, ** p < 0.05, ***

p < 0.01. Dependent variable is negative of the Control of Corruption Index higher value

implies more corruption. #GII = Gender Inequality Index. All the specifications include

baseline controls: log (GNPPC), political rights, proportion of Christians in total popula-

tion, proportion of Muslims in total population, British colonial dummy, ‘Never Colonized’

dummy. Constant not reported.
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S.1 Ordered-probit estimation

Though the corruption indices used in this paper are continuous variables they are bounded.

Consequently the linear relationship estimated by ordinary least squares (OLS) may not be

most appropriate in this context. Most of the papers in corruption literature, however, use

OLS following the fact that corruption index is a continuous variable and not an ordering.

Brunetti and Weder (2003) argue that OLS is an appropriate specification and perform

ordered-probit regression only as sensitivity check. Note that the corruption index used

by them takes discrete values, and hence, it could be argued that their dependent variable

could be construed as an ordering.30 On the other hand, the index we use is continuous and

does not allow for such criticisms. Nevertheless, we check the sensitivity of our results using

order-probit.

We divide our sample of countries in to 4 categories: very clean (category 1), clean (cat-

egory 2), corrupt (category 3) and highly corrupt (category 4).31 We assign these categories

in the following manner. First, we divide countries in two groups – below mean i.e. below

30The primary measure of corruption used by Brunetti and Weder (2003) is an indicator of corruption
produced by the International Country Risk Guide (ICRG) that takes only discrete values in the range of
0 to 6. They use the average of the index, and use OLS specification. They argue that since corruption
indices are based on numerical ratings and not on country ratings, corruption indices do not actually show
the ordering (or ranking) of a country. See Brunetti and Weder (2003) for detailed discussion on why OLS
is the most appropriate specification.

31There could be several other possible ways to define the ordering. We did check the robustness of the
results under other classifications such as dividing the countries in 4 quartiles and found the similar results.
These results could be obtained from the authors on request.
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zero (relatively less corrupt countries), and above mean (relative more corrupt countries).

Next we divide these groups into two sub-groups where there is a natural break in data

points. Table S.2 describes the assignment of categories and dummies, and the number of

countries that fall under each category for different regression specifications.

Table S.1: Women and Corruption: Ordered-probit categories

Dummy Control of Corruption Number of countries
assigned Corruption Index Classification Col. 1 Col. 2 Cols. 3 & 4

1 CCI < −1.82 Very clean 14 13 13

2 −1.82 < CCI < 0 Clean 39 40 35

3 0 < CCI < 0.75 Corrupt 61 42 40

4 CCI > 0.75 Highly corrupt 40 25 25

Please note that the CCI values in the Table is negative of the actual CCI. Col. 1, 2, 3 and 4

refers to the columns in Table S.2.

Then we estimate an ordered-probit regression with the corruption variable defined as

an ordering. In this context, ordered-probit estimation ensures that the corruption index

does not exceed the maximum possible value (i.e. 2.5) for any country, when the variable of

interest (such as the share of women in parliament) is very large. The results are presented

in panel 1 of the Table S.2. The results are similar to those obtained from OLS specification

– while the share of women in the labor force is not significantly associated with corruption

(columns 1 and 3), the coefficient of the share of women in parliament is significant at less

than 1% level in columns 2 and 4.

Panel 2 of the Table S.2 reports the marginal effects of change in regressors (only female

participation variables reported) computed at their means for specifications in columns 1

and 2. If our hypothesis is correct, then a higher level of female participation should be

associated with a higher probability of being in clean categories, and hence the marginal

effect is expected to be positive for the first categories, and should change sign as we move

from very clean to highly corrupt. This is exactly what panel 2 shows. While the marginal
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Table S.2: Panel 1: Women and Corruption. Dependent Variable: Corruption Index

Panel 1: : Ordered-probit estimates.
(1) (2) (3) (4)

Share of Women in -0.0139 -0.0158
the Labor Force (0.0161) (0.0184)

Share of Women in -0.0789*** -0.0809***
Parliament (0.0142) (0.0150)
Observations 154 120 113 113
Pseudo R2 0.434 0.550 0.458 0.546

Panel 2: Marginal effects evaluated at the mean
Category 1 Category 2 Category 3 Category 4
(Very clean) (Clean) (Corrupt) (Highly corrupt)

Share of women in 0.0000558 0.0042465 -0.0023942 -0.001908
the labor force (0.0000777) (0.0049845) (0.002975) (0.0021742)

Share of women in 0.0000451 0.0312035*** -0.0290816*** -0.002167*
parliament (0.000063) (0.0056669) (0.0058838) (0.0012644)

Panel 1: Heteroskedasticity-robust standard errors in parentheses. * p < 0.10, ** p < 0.05, ***

p < 0.01. Countries have been divided in 4 catogeries in the Control of Corruption Index. Each category

has been assigned a dummy – very clean (1), clean (2), corrupt (3) and highly corrupt (4). Dependent

variable is the dummy assigned to each category. Columns 3 and 4 present the results of the same set of

countries for both the variables of interest in order to check if the differences in the significance for our

variables of interest is driven because of sample issues. All the specifications include baseline controls:

log (GNPPC), political rights, proportion of Christians in total population, proportion of Muslims in

total population, British colonial dummy, ‘Never Colonized’ dummy. Constant not reported.

Panel 2: Delta method standard errors in parentheses. Marginal effects reported here correspond to

columns 1 and 2 of Table S.2
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effect is consistent with the hypothesis for both the female participation variables, it is not

significant for the share of women in the labor force variable for any of the four categories.

For the share of women in parliament, however, the marginal effect is positive in first two

columns, and is highly significant for category 2 indicating that countries which have a higher

presence of women in parliament, are more likely to be in “clean” category. In the last two

columns, marginal effect is negative and statistically significant indicating that countries,

where the share of women in parliament is higher, have the lower probability to fall in “high

corruption categories” (categories 3 and 4).

S.2 Median and robust regressions

Table S.3 presents the results of median and robust regressions.32 The advantage of these

regressions is that the estimates are not affected disproportionately because of the presence

of outliers.33 As we can see, the coefficient of the share of women in the labor force is

significant at conventional levels in column 1 (median regression) and column 5 (robust

regression). However, once continent dummies are added to the model, the coefficient on the

share of women in the labor force loses its significance in each regression (columns 2 and 6).

On the other hand, the coefficient on the share of women in parliament is always significant

at conventional levels (columns 3, 4 and 7, 8).

S.3 Restricted sample regressions

There are variations in the number of observations in the different specification in Table

3 in the main text. This is due to the fact that the data for women’s share in the labor

32The robust regression, as performed by “rreg” command in stata 12, drops the influential observations
(Cook’s distance > 1), and performs the Huber iterations. It also down-weighs the observations with large
absolute residuals (Introduction to STATA. UCLA: Statistical Consulting Group. from http://www.ats.

ucla.edu/stat/stata/dae/rreg.htm accessed March 22, 2013).
33 The least squares estimators are sensitive to outliers especially in the small samples. A class of robust

estimators which are unaffected or less sensitive by the presence of outlying observations such as least
absolute deviations (LAD) estimators might therefore be preferable in small samples. The median regression
is a type of LAD estimator and is a robust alternative to the least squares regression. See Greene (2012) for
a discussion on robust estimator.
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Table S.3: Women and Corruption (Median and Robust Regression). Dependent Variable:
Corruption Index.

Median Regression Robust Regression
(1) (2) (3) (4) (5) (6) (7) (8)

Share of women -0.0137** -0.00732 -0.0109* -0.00607
in the labor force (0.00667) (0.00803) (0.00603) (0.00660)

Share of women -0.0275*** -0.0295*** -0.0305*** -0.0306***
in parliament (0.00538) (0.00647) (0.00432) (0.00463)

Continent
Dummies No Yes No Yes No Yes No Yes
Observations 154 154 120 120 154 154 120 120
Adjusted R2 0.779 0.789 0.838 0.839

Standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. Dependent variable is negative of the Control of Cor-

ruption Index higher value implies more corruption. All the specifications include baseline controls: log (GNPPC), political

rights, proportion of Christians in total population, proportion of Muslims in total population, British colonial dummy, ‘Never

Colonized’ dummy. Constant not reported.

force is available for a larger number of countries than it is available for women’s share in

parliament. And, the data for the latter is available for a greater number of countries than it

is available for the share of women in clerical positions and the share of women in decision-

making positions. In order to rule out the concern that sample selection is responsible for

the differences in the significance of our variables of interest, we run regression restricted to

the sample of countries for which data is available for all the female participation variables,

and find similar results as reported in the Table 3 in the main text. The results are presented

in Table S.4.

The number of observations in the specification in which the variable of interest is

women’s share in parliament is smaller compared to the specifications in which the vari-

able of interest is women’s presence in the labor force in Table 4. If the loss of observation is

non-random, it may cause the differences in the significance of the two variables of interest.

To address this issue, we present the results of the regressions of women’s presence in the

labor force on corruption restricted to the countries for which this analysis has been reported

in the main text. The results are similar, and presented in Table S.5.
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Table S.4: Women and Corruption (Restricted Sample). Dependent Variable: Corruption
Index

(1) (2) (3) (4) (5) (6) (7)
Share of women in -0.0195* -0.0241** -0.0103
the labor force (0.0112) (0.0114) (0.0105)

Share of women in 0.00115
clerical positions (0.00580)

Share of women
in decision-making -0.00316
positions (0.00745)

Share of women in -0.0328*** -0.0296*** -0.0315***
parliament (0.00672) (0.00821) (0.00665)

Continent Dummies No Yes No No No Yes No
Observations 71 71 71 71 71 71 71
Adjusted R2 0.788 0.810 0.779 0.779 0.847 0.850 0.847

Heteroskedasticity-robust standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. Dependent vari-

able is negative of the Control of Corruption Index higher value implies more corruption. Regressions restricted

to the sample of countries for which data is available for all women participation variables. All the specifications

include baseline controls: log (GNPPC), political rights, proportion of Christians in total population, proportion of

Muslims in total population, British colonial dummy, ‘Never Colonized’ dummy. Constant not reported. Sample

restricted to the set of countries for which data is available for all the women’s participation variables.

Table S.5: Robustness check: Women and Corruption (Restricted Sample). Dependent
Variable: Corruption Index

(1) (2) (3) (4) (5) (6)
Share of women in -0.0197** 0.0133 -0.0119 -0.0271*** -0.0175 -0.0181
the Labor Force (0.00829) (0.0184) (0.0115) (0.00974) (0.0117) (0.0123)

Continent Dummies No No No No Yes Yes
Observations 113 48 62 85 85 84
Adjusted R2 0.778 0.791 0.458 0.808 0.816 0.820

Heteroskedasticity-robust standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. De-

pendent variable is negative of the Control of Corruption Index higher value implies more corruption.

Regressions restricted to the sample of countries which are included in columns 7-12 in Table 4 in the

main text. All the specifications include baseline controls: log (GNPPC), political rights, proportion of

Christians in total population, proportion of Muslims in total population, British colonial dummy, ‘Never

Colonized’ dummy. Constant not reported.
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